**생성형 인공지능 모델과 대화하는 Prompt engineering**

**프롬프트 엔지니어링이란?**

프롬프트 엔지니어링은 LLM (Large Language Model), 즉 대규모 언어 모델에서 원하는 결과를 얻기 위해 prompt를 최적화하는 과정으로 최근 ChatGPT의 부상으로 새롭게 급부상하는 분야입니다. 이러한 프롬프트 엔지니어링의 주요 목표는 사용자의 의도와 원하는 결과를 전달하는 가장 적합한 프롬프트를 만들어 모델의 성능, 정확성과 유용성을 최대화하는 데 있습니다.

**프롬프트란 무엇인가?**

프롬프트는 특정 작업을 수행하도록 생성형 인공지능에게 전달하는 자연어 텍스트입니다. 예를 들어, 신문기사의 내용을 요약하고 싶다면 LLM에게 “다음의 기사를 요약해줘” 라는 텍스트를 입력할 수 있습니다. 1980년대 초반부터 MS-DOS라는 마이크로소프트가 개발한 명령 줄 기반 운영체제가 대중에게 알려지기 시작했습니다.
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그림 1 마이크로소프트사가 개발한 MS-DOS

하지만 인간은 끊임없이 컴퓨터와 더 쉽게 소통하기 위해 노력하고 있으며 그로 인해 현재 대부분의 컴퓨터 시스템에는 GUI (Graphic User Interface)방식의 OS가 설치되어 있어 직관적이고 쉽게 컴퓨터에게 작업을 지시하고 시각적으로 결과를 확인할 수 있습니다. 하지만, 인간에게 인간이 사용하는 자연어만큼 컴퓨터와 소통할 수 있는 수단은 없습니다. 반면 컴퓨터는 자연어만큼 어려운 소통 수단은 없습니다. 따라서, 자연어 고유의 복잡성과 다양성을 유지하면서 컴퓨터가 가장 잘 이해하고 최적의 결과를 생성할 수 있는 프롬프트를 개발하는 것이 인공지능 시대에 중요한 분야로 급부상하고 있습니다. 본문에서는 프롬프트를 최적으로 설계할 수 있는 유용한 기술을 소개합니다.

**프롬프트 엔지니어링 기법**

프롬프트 엔지니어링은 역동적으로 진화하고 있는 분야입니다. 프롬프트를 미세조정하고 생성형 인공지능에서 원하는 결과를 얻기 위해 언어를 다루는 기술과 창의적인 표현이 모두 필요합니다. 아래에서 프롬프트 구성요소와 여러가지 잘 알려진 기법을 소개합니다.

**프롬프트 구성 요소**

프롬프트를 설계하다 보면 몇 가지 공통된 구성요소들이 있다는 것을 알게 됩니다. 다음은 프롬프트에 주로 포함되는 요소들입니다.

* 지시: 생성형 인공지능이 수행할 특정 작업이나 지시사항에 관한 부분
* 문맥: 더 나은 응답을 얻기 위해 생성형 인공지능에 전달하는 내용
* 입력 데이터: 사용자의 질문
* 출력 형태 지시자: 생성형 인공지능이 결과를 출력할 때 형식 지정

예를 들어, 다음과 같이 프롬프트를 구성하여 LLM에 입력을 전달할 수 있습니다. 아래의 프롬프트는 위에서 언급한 구성요소가 모두 포함되어 있습니다.

“아래 문맥을 보고 질문에 답변해줘. 답변은 짧고 간결하게 1,000자 이내로 해줘. 그리고 모르는 질문에 대해서는 “””답변을 찾지 못해 잘 모르겠습니다.”””로 답변해줘

문맥: 페니실린은 1928년 9월 28일 새벽에 영국의 물리학자 알렉산더 플레밍이 우연히 발견했다. 실험을 위해 샬레에 포도상구균을 배양하고 휴가를 갔다 왔는데 하필 샬레의 뚜껑을 제대로 닫지 않았고 다시 연구실에 돌아와보니 어디선가 날아온 괴상한 곰팡이가 포도상구균을 전부 먹어 치워버린 것이다. 따라서 세균을 먹어버린 그 곰팡이의 성질을 연구함으로써 페니실린을 발견하게 된 것이다.

질문: 페니실린은 어떻게 발견되었나?”

프롬프트가 반드시 위의 모든 구성을 포함할 필요는 없으며 어떻게 구성되어야 할 지는 어떤 목적을 가진 작업인지에 따라 달라질 수 있습니다. 이어지는 가이드에서 좀 더 구체적인 예시를 다루어 보겠습니다. 본 글을 읽고 있는 독자는 이제 프롬프트를 개선하여 다양한 작업에서 더 나은 결과를 얻는 것이 중요하다는 것이 분명해졌을 것입니다. 앞으로 더 복잡하고 다양한 작업을 수행할 수 있는 고급 프롬프트 기법을 소개하겠습니다.

**제로-샷 프롬프트 (zero-shot prompting)**

인공지능은 이미 대량의 데이터로 학습되어 있어 아래와 같이 다양한 질문에 답변을 할 수 있습니다.

아래 텍스트를 중립, 부정 또는 긍정으로 분류하시오.

텍스트: 오늘 날씨가 아주 맑고 좋다.

위이 프롬프트에서는 인공지능 모델에 어떠한 예제도 전달하지 않고 있으며 이러한 프롬프트 방식을 제로-샷 프롬프트라고 합니다. 하지만 프롬프트에 몇 가지 질문과 함께 예제를 전달하여 모델이 사람이 원하는 결과에 더 적합하게 응답할 수 있도록 프롬프트를 튜닝할 수 있습니다.

**퓨-샷 프롬프트 (few-shot prompting)**

LLM은 위에서 언급한 제로-샷 프롬프트만으로도 뛰어난 결과를 출력할 수 있지만 좀 더 복잡하고 다양한 작업에서는 몇 가지 예제를 전달하여 원하는 결과를 얻을 수 있습니다. 예를 들어, 고객의 피드백이 긍정적인 부정적인지 구분하는 지시를 내리기 위해 몇 가지 예제를 제공하고 아직 구분되지 않은 피드백을 보여줍니다.

정말 맛없어: 부정

이거 대박인데: 긍정

가격이 너무 비싸: 부정

음식이 따끈해: 긍정

음식이 뜨거워:

위의 프롬프트를 ChatGPT에 입력하면 아래와 같이 주어진 몇 가지 사례를 바탕으로 답변을 생성하는 것을 볼 수 있습니다.

“음식이 뜨거워”는 주어진 문맥에서 긍정적인 특성을 나타내고 있습니다. 따라서 음식이 뜨거워는 긍정입니다.

일반적인 작업에는 퓨-샷 프롬프트 기법이 많은 효과를 가져오지만 복잡한 추론 작업을 처리할 때는 유용하지 못할 때가 있습니다.

**사고의 사슬 프롬프트 (chain-of-thought prompting)**

본 기법은 좀 더 복잡한 추론작업에 유용하게 사용할 수 있는 기법입니다. 예를 들어 ChatGPT에 아래와 같은 질문을 하고 어떻게 답변을 하는 지 보면 LLM이 추론 문제에 약하다는 것을 알 수 있습니다.

나는 시장에 가서 사과 10개를 샀어. 사과 2개를 이웃에게 주고, 2개를 수리공에게 주었어. 그리고 사과 5개를 더 사서 1개는 내가 먹었어. 나는 몇 개의 사과를 가지고 있니?

이 때 “단계별로 생각해 보자”라는 문구를 프롬프트에 추가하여 다시 입력해 보겠습니다.

나는 시장에 가서 사과 10개를 샀어. 사과 2개를 이웃에게 주고, 2개를 수리공에게 주었어. 그리고 사과 5개를 더 사서 1개는 내가 먹었어. 나는 몇 개의 사과를 가지고 있니? 단계별로 생각해 보자.

아래의 ChatGPT 답변을 보면 위와 같은 프롬프트 방식이 복잡한 추론 문제에 매우 유용하다는 것을 알 수 있습니다.

단계별로 생각해 보겠습니다.

1. 시작할 때 사과를 10개 샀습니다.
2. 이웃에게 2개를 주었으므로 10-2=8개의 사과가 남습니다.
3. 수리공에게도 2개를 주었으므로 8-2=6개의 사과가 남았습니다.
4. 추가로 5개의 사과를 더 샀습니다.
5. 이전에 남은 6개의 사과에 5개를 더해서 총 6+5=1개의 사과가 있습니다.
6. 마지막으로 1개의 사과를 먹었으므로 11-1=10개의 사과를 가지고 있습니다.

따라서 당신은 10개의 사과를 가지고 있습니다.

이제 좀 더 복잡한 지식을 기반으로 답변을 생성하는 모델을 구축하기 위한 프롬프트 기법을 소개하겠습니다.

**Retrieval Augmented Generation (RAG)**

LLM은 이미 방대한 데이터를 기반으로 사용자의 질문에 꽤 효과적인 응답을 생성할 수 있습니다. 그러나, 만약 학습하지 못한 데이터에 기반한 질문이 입력된다면 정확한 답변을 하지 못합니다. 현재 시점 기준으로 ChatGPT-3.5는 2022년 1월까지의 정보만 학습되어 있는 상태이며 최근의 지식은 알고 있지 않습니다. 예를 들어, 2022년 올림픽에 관한 기사 내용을 기반으로 아래와 같은 질문을 해보겠습니다.

2022년 동계 올림픽에서 어떤 선수가 금메일을 땄어?

ChatGPT는 아래와 같이 답변을 제대로 생성하지 못하는 것을 볼 수 있다. 최근 지식을 학습하고 있지 않아 정확한 답변을 제시하지 못하고 있는 것입니다.

죄송합니다만, 제가 마지막으로 업데이트된 시점은 2022년 1월이라 동계 올림픽의 최신 결과를 알 수 없습니다. 최신 정보를 확인하려면 올림픽 공식 웹사이트나 신뢰할 수 있는 뉴스 소스를 참고하시기 바랍니다.

그러나 만약 ChatGPT에게 2022년 동계올림픽 정보를 질문과 함께 전달하면 해당 정보를 바탕으로 원하는 답변을 얻을 수 있습니다. 예를 들어 위키피디아에서 2022년 동계올림픽 정보를 복사하여 아래와 같이 질문과 함께 추가하여 프롬프트를 작성한다면 해당 정보를 바탕으로 적절한 답변을 생성하며 이러한 프롬프트 기법을 RAG라고 합니다.

지시: 아래에 주어진 2022년 동계 올림픽에 관한 기사를 바탕으로 질문에 답하시오. 만약 적합한 답변을 찾지 못하면 “나는 모른다” 라고 답변을 하시오.

기사: {2022년 동계 올림픽 위키피디아 내용}

질문: 2022년 동계 올림픽 컬링 대회에서 누가 금메달을 수여했나요?

RAG는 외부 소스 정보를 Retrieve해서 Augment하고 답변을 Generation한다는 의미로, 내부 사내 데이터, 공개되지 않은 데이터 혹은 전문적인 데이터를 기반으로 사용자 질의에 답변하는 프롬프트 기법입니다. 이것은 마치 오픈 북으로 시험을 치르는 방식과 유사하며 LLM의 Hallucination 문제를 줄일 수 있는 효과가 있습니다.

**프롬프트 엔지니어링 가이드**

위에서 몇 가지 프롬프트를 작성하는 기술에 대해 설명하였습니다. 이제 프롬프트를 설계할 때 알면 좋은 몇 가지 유용한 팁을 제시하겠습니다.

**더욱 정확한 답변을 얻기 위해 매우 상세하게 요청하라**

미팅회의록을 요약해달라는 프롬프트를 작성할 때 단순히 “미팅회의록 요약해줘” 라는 프롬프트보다 더욱 목적적합한 결과를 얻기 위해서는 매우 상세하게 요청하는 것이 바람직합니다. 예를 들어, “화자마다 각각 논의 내용을 키포인트와 함께 목록으로 뽑아주고 action item을 따로 목록으로 만들어줘” 라고 프롬프트를 작성하는 것이 유용할 수 있습니다.

**모델에게 페르소나(persona)를 적용하라**

프롬프트를 작성할 때 모델에게 적합한 역할을 부여함으로써 좀 더 유용한 결과를 얻을 수 있습니다. 예를 들어, “당신은 유명한 국제부 기자입니다. 따라서 기자를 작성하듯 질문에 답변하시오” 라는 메시지를 추가할 수 있습니다.

**문맥은 구분자를 이용하여 명확하게 구분하라**

문맥과 같이 질문에 답변하기 위해 참조할 내용은 구분자를 활용하여 명확하게 구분하는 것이 좋습니다. 예를 들어. 다음과 같이 프롬프트를 작성할 수 있습니다.

아래의 따옴표로 구분된 내용을 서론, 본론, 결론의 형식으로 500자 이내로 요약해줘.

“””{문맥}”””

**필요하다면 단계적으로 작업을 지시하라**

복잡한 작업을 지시할 경우에는 단계적으로 구체적인 지시를 전달하는 것이 좋습니다. 예를 들어, 다음과 같이 프롬프트를 작성할 수 있습니다.

사용자의 입력에 응답하기 위해 다음의 과정을 단계적으로 수행하시오.

1단계: 아래 따옴표로 구분되는 문장을 한 문장으로 간략히 요약하시오.

“””문자”””

2단계: 1단계에서 요약한 문장을 “번역:”이라는 prefix를 첨부하여 영어로 번역하시오.

**원하는 결과를 얻기 위해 몇 가지 예시 문장을 제공하라**

앞서 설명한 퓨-샷 기법을 활용하여 몇 가지 문장을 함께 전달하면서 작업을 지시할 수 있습니다. 예를 들어, 아래와 같이 원하는 말투로 답변을 생성하도록 요청할 수 있습니다.

아래의 주어진 예시를 참고하여 일관된 말투로 “오늘 점심 메뉴 정말 맛있었다”에 대한 댓글 작성해줘.

“””예시: 와~ 우리 강아지 너무 이쁘네~, ㅎㅎ 잘했어”””

**모델에게도 생각할 시간을 줘라**

이것은 앞서 기술한 chain-of-thought 기법과 유사한 방식으로 모델에게 바로 답변을 요구하는 것이 아니라 추론할 수 있는 방법을 함께 제시하여 좀 더 정확한 답변을 생성할 수 있습니다.

**맺음말**

본 기사에서는 프롬프트 엔지니어링의 정의와 기법 그리고 유용한 몇 가지 팁을 제공했습니다. 이 글을 읽는 독자가 언어모델을 활용하여 애플리케이션을 작성하는 개발자 입장이라면 무엇보다 비용과 보안 측면에서 프롬프트 엔지니어링 기법을 중요하게 고려할 필요가 있습니다. 언어모델은 입력과 출력 문장의 길이를 토큰으로 표현하고, 토큰의 길이에 비례하여 비용이 발생하므로 cost-sensitive한 서비스의 경우 토큰 수 조절을 위해 적합한 프롬프트 기법을 활용하고 연구해야 합니다. 아울러, 적대적 프롬프트를 사용하여 의도하지 않은 기밀 사항 등이 유출될 수 있습니다. 따라서, 사용자의 입력과 언어 모델의 출력을 모니터링하고 필터링 할 수 있는 기법을 개발하고 적용하여 예기치 못한 사고에 대비해야 할 것입니다.
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